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Abstract—The high renewable penetrated power system has
severe frequency regulation problems. Distributed resources can
provide frequency regulation services but are limited by com-
munication time delay. This paper proposes a communication
resources allocation model to reduce communication time delay
in frequency regulation service. Communication device resources
and wireless spectrum resources are allocated to distributed
resources when they participate in frequency regulation. We
reveal impact of communication resources allocation on time
delay reduction and frequency regulation performance. Besides,
we study communication resources allocation solution in high
renewable energy penetrated power systems. We provide a case
study based on the HRP-38 system. Results show communication
time delay decreases distributed resources’ ability to provide
frequency regulation service. On the other hand, allocating more
communication resources to distributed resources’ communica-
tion services improves their frequency regulation performance.
For power systems with renewable energy penetration above
70%, required communications resources are about five times
as many as 30% renewable energy penetrated power systems to
keep frequency performance the same.

Index Terms—Communication resources allocation, commun-
ication time delay, distributed resource, frequency regulation,
high renewable energy penetrated power system.

NOMENCLATURE

A. Abbreviation

AGC Automatic Generation Control.
BAAL Balancing Authority ACE Limit.
BS Base Station.
CPS-1 Control Performance Standard 1.
SFC Service function chain.
VRE Variable renewable energy.
DVRE Distributed variable renewable energy.
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B. Decision Variables

X(nS , nI) Binary variable indicating the infrastructure
node nI is allocated to service node nS .

X(eS , eI) Binary variable indicating the infrastructure
link eI is allocated to service link eS .

CAL
sys Communication allocating cost for all SFCs.

C. Parameters

eI Infrastructure network link eI .
nI Infrastructure network node nI .
eS SFC’s service link eS .
nS SFC’s service node nS .
c1(eSr,b) Radio access spectrum resources requirement of

a SFC.
c1(nSb ) Bases stations devices resources requirement of a

SFC.
c1(eSb,g) Backhaul link spectrum resources requirement of

a SFC.
c1(nSg ) Gateway devices resources requirement of a SFC.
TAGC End-to-end time delay of the AGC signals deliv-

ering.
Tbh Time delay in the backhaul network.
Tcon Time delay of control plane.
Tra Time delay in the radio access network.
Ttc Time delay in the transmission and core networks.
Tuser Time delay of user plane.

I. INTRODUCTION

ACCORDING to International Renewable Energy Agency
(IREA), variable renewable energy (VRE) penetration of

power system is expected to be 86% in 2050 [1]. VRE is used
to denote photovoltaics (PV) and wind turbines. The VRE
penetration is electrical energy generated by VRE resources
in a given period, divided by the demand of the power system
in this period. However, high VRE penetration brings the
power system severe frequency regulation problems, which
causes the lack of traditional frequency regulation resources
and low inertia in the power system [2]. High VRE penetrated
power system needs alternative frequency regulation resources
urgently. Distributed resources, as emerging technologies, have
received significant attention in the AGC due to the reduced
greenhouse gas and transmission distance issues [3]. Among
these distributed resources, the distributed VRE (DVRE), such
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as distributed wind turbines and distributed PV, is a promising
frequency regulation resource with its rapid development [4].
However, these DVREs may be in remote and dispersed
areas. DVREs need advanced communication technology and
enough communication resources to support their participation
in frequency regulation.

There have been some researches about frequency regula-
tion services applying advanced communication technology.
Distributed resources will rely on 5G to provide a highly
responsive, robust, and scalable monitoring and control solu-
tion [5]. Research on the potential of using 5G technologies to
enable distributed resources in frequency regulation shows that
precise load control, ubiquitous data acquisition, and network
security are critical in application [6]. A 5G-based fog and
cloud computing method is proposed in [7] to help electric
vehicles (EVs) provide ancillary services for the power system.
A communication network architecture is presented in [8],
which can dispatch EVs’ charging and discharging behavior
to regulate frequency.

Attention has been paid to communication time delay of
transmitting a specific service because time delay is the basis
for service’s performance. A Markov-modulated system is pro-
posed in [9] to analyze end-to-end delay in a communication
network for various smart grid applications. An analytical
model to evaluate end-to-end delay is established in [10],
effectively solving delay-aware virtual network function chain
embedding problem. Average delay of a packet transmitting
through a switch is analyzed in [11] to support 5G service
verticals. Communication delay among distributed generators
and dispatch centers is modeled in [12] to study its impact on
microgrid’s stability and the cost of power management.

There are some experimental researches about time delay
in frequency regulation service. Time delay of flexible load
providing frequency regulation service is tested in a platform
in [13]. Experiments show time delay could be several seconds
under some conditions. The impact of time delay on frequency
regulation service has been experimented in [14]. Results show
time delay significantly deteriorates frequency performance.
Experiments in [15] show time delay should be considered
when commercial buildings provides frequency regulation
service.

Communication resources allocation has been a relevant
issue with explosive growth of communication services. A
joint edge and central communication resources allocation
framework is proposed in [16], which provides an effective
means of assigning resources to communication services while
meeting their time delay requirements. A communication
resources allocation mechanism is proposed in [17], which
considers time delay constraints and models resources allo-
cation problem as a mixed integer nonlinear programming
problem (MINLP). The user-aware limited communication
resource allocation method is proposed in [18], improving en-
ergy efficiency while considering users’ acceptable maximum
delay. A deep learning-based method is proposed in [19] to
solve vehicular network’s wireless communication resources
allocation problems.

The literature review shows communication time delay of
DVRE participating in frequency regulation cannot be ne-

glected and may deteriorate frequency regulation performance.
Besides, optimizing communication resources allocation can
assign resources to communication services and reduce ser-
vices’ time delay. However, these researches have not touched
on communication resources allocation for time delay reduc-
tion of frequency regulation service.

To fill this gap, we propose a communication resources
allocation method to reduce the communication time delay
of DVRE participating in frequency regulation. This method
allocates wireless spectrum and communication device re-
sources to frequency regulation services while considering
services’ capacity and delay requirements. Therefore, DVRE
can provide frequency regulation service for the high VRE
penetrated power system. The contributions of this paper lie
in three fields:
• Modeling the relationship between communication re-

sources and time delay of power system frequency regu-
lation service.

• Proposing a communication resources allocation model
to reduce time delay in DVRE participating in frequency
regulation.

• Analyzing the impact of communication resources alloca-
tion on frequency regulation in the high VRE penetrated
power system.

The remainder of the paper is organized as follows. Sec-
tion II models the communication system and its correspond-
ing time delay. Section III states the communication resources
allocation problem. Section IV models the communication
resources allocation problem. Section V provides the power
system’s frequency regulation system considering time delay.
Section VI carries out a case study based on the HRP-38
system. Finally, conclusions are drawn in Section VII.

II. COMMUNICATION SYSTEM MODEL

A. Overview

In our study, we apply a three-layer communication system
consisting of a core network, a transmission network, a back-
haul network, and a radio access network. The communication
system includes frequency regulation resources, base stations
(BSs), hubs, and gateways, as shown in Fig. 1. The thermal
generator, the gas turbine, and the hydro generator are directly
connected to the upper network. Because these resources are
centralized and can communicate with the automatic gener-
ation control (AGC) dispatch center in a high-speed way.
Some distributed resources communicate with upper network
by wireless communication, such as distributed energy storage
(ES) and the DVRE. The above six kinds of resources are
frequency regulation resources in our study: thermal gener-
ator, gas turbine, hydro generator, distributed wind turbine,
distributed PV, and distributed ES. With rapid development of
5G technologies, we assume cognitive radio (CR) is applied in
radio access network and 5G backhaul technology is applied
in backhaul network.

End-to-end time delay of the AGC signal’s delivery, denoted
as TAGC, is sum of time delay in transmission and core
network Ttc, backhaul network Tbh, and radio access network
Tra as follows:
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Fig. 1. A communication system model with a radio access network using cognitive radio, a backhaul network using 5G backhaul technology, and a
transmission and core network.

TAGC = Ttc + Tbh + Tra (1)

As is studied in [20], time delay in transmission and core
network is relatively invariant, which is about 30 milliseconds.
Time delay in this network level is negligible compared to
time interval of the AGC signal. Therefore, we consider Ttc a
constant.

B. Time Delay in Radio Access Network
In radio access network, time delay Tra consists of two

parts. First part is delay BS allocates an idle channel to user,
which is control plane delay, denoted as Tcon. Second part is
delay in BS delivers data to user through channel, which is user
plane delay, denoted as Tuser. Then, we have the following:

Tra = Tuser + Tcon (2)

Tuser is usually about one millisecond in 5G era, according to
International Telecommunication Union (ITU) [21]. However,
Tcon is considerably large due to radio access spectrum
resources shortage caused by massive distributed resources
accessing channels to BSs. Therefore, we assume CR tech-
nology is used in radio access network. CR technology is a
spectrum-sharing technology increasing spectrum’s utilization
by assigning different priorities to channel users. Distributed
frequency regulation resources in CR technology will be
divided into primary users (PUs) and secondary users (SUs).
PUs have priority over SUs in using channels, and SUs share
idle channels when PUs are absent from channels. In our
study, distributed ES are PUs because they are full-featured
in providing frequency regulation service, and we choose
the DVRE as SUs. Therefore, ES does not experience Tcon
because of its priority in using channels.

SUs’ control plane time delay T SU
con could be formulated as

absorbing time of absorbing Markov process [22]:

T SU
con = lra

M1∑
m=0

Pmnma (3)

where lra is time slot length in radio access network, Pm is
probability of system beginning from state m, m is the state
when there are m out of M1 channels that are idle, nma is
number of steps transferring from state m to absorbing state.

C. Time Delay in Backhaul Network

Backhaul network mainly consists of links connecting BSs
with backhaul gateways that deliver BSs’ traffic. Optical
fiber backhaul, Sub-6 GHz backhaul, and millimeter backhaul
technologies are applied in backhaul network.

Backhaul time delay of the optical fiber backhaul technol-
ogy Twd

bh mainly comes from nodes’ processing time delay,
which could be modeled as the sum of a backhaul gateway’s
processing delay and nh − 1 hubs’ processing delays [23]:

Twd
bh =

((
1 + 1.28

db1
dg1

)
β1 + (nh − 1)β2

)
(a+ bµ) (4)

where db1 and dg1 are the density of the base station and
backhaul gateway in the network, β1, β2, a, and µ are
processing parameter of gateway and hub, b is the packet size.

Backhaul time delay of the wireless backhaul technology
mainly comes from packet transmission. Backhaul time delay
is mainly calculated by probability of backhaul gateway serv-
ing the base station and probability of successful transmission
from the backhaul gateway to base station. The expression is
as follows:

Twl
bh = lwl

bh

1

PgbPst
(5)

where Twl
bh is backhaul time delay of the wireless backhaul

technology, lwl
bh is the time slot length of the wireless backhaul

technology, Pgb is probability of a backhaul gateway serving
a specific base station, Pst is probability of a single successful
transmission.

We assume the backhaul gateway serves all connected base
stations with equal probability, then probability that a backhaul
gateway serves a particular base station is inverse of the
average number of base stations connected to the gateway:

Pgb =
1

1 + 1.28
db1
dg1

(6)

For Sub-6 GHz wireless backhaul technology, single suc-
cessful transmission probability P s6

st is [24]:

P s6
st =

1

1 +D(α, θ)
(7)
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where D(α, θ) = θ
2
α

∫∞
θ−

2
α

1

1+u
α
2

du, θ is the threshold of
received signal-to-interference, α is the path loss exponent.

For millimeter wave wireless backhaul technology, single
successful transmission probability Pmm

st is:

Pmm
st = P (L 6 πtx − θ −N0B

mm
bh ) (8)

where P (·) is probability expression, πtx is transmit power
plus antenna gains in dBm, N0 is noise power density, Bmm

bh

is bandwidth of millimeter wave backhaul links, L is path loss
of a stadia link with distance r [25]:

L(dB) = 70 + 20 log10(r) + ξ, ξ ∼ N (0, σ2) (9)

where ξ is the shadow fading coefficient, σ is the standard de-
viation of shadow fading in dB, N (·) is a normal distribution.

According to (8) and (9), we can have:

Pmm
st = P (ξ ≤ πtx − θ −N0B

mm
bh − 70− 20 log10(r))

=
1

2

(
1 + erf

(
θ′(r)√

2σ

))
(10)

where erf(·) is the error function, θ′(r) = πtx−θ−N0B
mm
bh −

70 − 20 log10(r). Therefore, delay of each hop in millimeter
wave backhaul link is 1/(Pmm

st Pgb), and backhaul time delay
of millimeter wave can be obtained by multiplying hop number
nh and time slot length.

According to (5) to (10), Sub-6 GHz backhaul links time
delay T s6

bh and millimeter wave backhaul links time delay Tmm
bh

as follows:

T s6
bh = ls6bh

(
1 + 1.28

db1
dg1

)
(1 +D(α, θ)) (11)

Tmm
bh = lmm

bh

(
1 + 1.28

db1
dg1

)
2nh(

1 + erf
(
θ′(r)√

2σ

)) (12)

Table I provides the composition of AGC end-to-end
time delay in different frequency regulation resources. TTh

AGC,
TG
AGC, TH

AGC, TES
AGC, TW

AGC, and TPV
AGC is the AGC end-to-end

time delay in thermal generator, gas turbine, hydro generator,
distributed ES, distributed wind turbines, and distributed PV,
respectively.

TABLE I
COMPOSITION OF AGC END-TO-END TIME DELAY IN DIFFERENT

FREQUENCY REGULATION RESOURCES

Delay Type (ms) TTh
AGC TG

AGC TH
AGC TES

AGC TW
AGC TPV

AGC

Control Plane Tcon – – – – X X
User Plane Tuser – – – X X X
Backhaul Tbh – – – X X X
Transmission &
Core Network Ttc

X X X X X X

III. COMMUNICATION RESOURCES ALLOCATION
PROBLEM STATEMENT

A. Overview

Figure 2 presents three main layers in communication
resources allocation problem: infrastructure layer, communi-
cation service layer, and allocating layer. In the infrastruc-
ture layer, infrastructure network possesses physical commu-
nication resources, such as communication devices, access
spectrum resources, and backhaul spectrum resources. In 5G
era, communication resources are not specified for a spe-
cific service but can be shared and allocated to different
communication services. In the service layer, communication
service is modeled as a service function chain (SFC) with
service nodes and connecting service links. Each service
node represents communication service’s function at each
communication network level. Each service link represents ser-
vice’s communication link between different network levels.
Service nodes and service links have capacity requirements for
communication resources to support communication service.
In the allocating layer, infrastructure network allocates com-
munication resources to an SFC considering SFC’s capacity
requirements, time delay requirements, and allocating cost.

B. Infrastructure Network

In our study, we model infrastructure communication net-
work as a weighted undirected graph and denote it by GI =
(N I , EI), where N I is the set of infrastructure network
nodes, and EI is the set of infrastructure network links. Each
infrastructure network node nI in N I has three attributes,
which are node resources’ maximum capacity limit c(nI),
node resources’ capacity price p(nI), and geographic location
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Fig. 2. The communication service layer, allocating layer, and infrastructure layer in the communication resources allocation problem.
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loc(nI). Each infrastructure network link eIi,j connecting in-
frastructure network node i and infrastructure network node
j has two attributes, which are link resources’ maximum
capacity c(eIi,j) and link resources’ capacity price p(eIi,j).

C. Service Function Chain

SFC is a graphical representation of a communication ser-
vice consisting of service nodes and their connecting service
links. As shown in Fig. 2, we model SFCs as weighted undi-
rected graphs and denote an SFC by GS = (NS , ES). Each
service node nS ∈ NS and service link eS ∈ ES of an SFC
require communication resources to support communication
service, whose resources requirements are denoted as c(nS)
and c(eS). Therefore, the SFC relies on the communication re-
sources in the infrastructure network to carry on the SFC, and
infrastructure network will allocate communication resources
to the SFC. Each service node has a non-negative attribute
value D(nS) limiting allocating distance. When allocating
resources to the SFCs, constraints of the SFCs’ resources
requirements and locations should be considered.

In our study, an SFC represents frequency regulation com-
munication service transmitted from distributed frequency
regulation resources in access network to AGC dispatch center
in the core network. As described in Section II, service nodes
of frequency regulation communication service consist of four
parts: distributed frequency regulation resources, base stations,
backhaul gateways, and AGC dispatch center. Therefore, we
model frequency regulation service as an SFC consisting of
four service nodes and three service links, as shown in Fig. 3.
We assume communication resources capacity requirements
of the AGC dispatch center’s node c(nSd ) and links that
connect gateway and AGC dispatch center node c(eSg,d) are
fixed. Besides, we assume communication resources capacity
requirements of frequency regulation resources’ nodes c(nSr )
are fixed. These resources are fixed because allocating more
resources to these nodes and links makes no difference to
overall time delay.

D. Relationship Between Communication Resources and Time
Delay in Frequency Regulation’s SFC

In our study, we assume there are two communication
resource requirements cases: base communication resources
case c0 and extra allocated communication resources case
c1. In base communication resources case c0, communication
resources allocated to SFCs are base values. But in extra
allocated resources case c1, we allocate extra communication
resources to SFCs to show effectiveness of allocating extra
communication resources compared to case c0. Base commu-
nication resources case c0 is benchmark in our study. In case
c1, communication resources requirements of links connecting
frequency regulation resources and base stations c1(eSr,b),
base station nodes c1(nSb ), links connecting base stations and
gateways c1(eSb,g), and gateway nodes c1(nSg ) in an SFC
are unfixed and to be allocated. These four communication
resources requirements will all vary with frequency regulation
service’s quality requirement, such as required service commu-
nication delay decreasing, leading to required communication
resources increasing. But these four communication resources
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Frequency Regulation Service
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Unfixed

Unfixed
Unfixed

Fixed
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Fixed

Center
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Fig. 3. Modeling the frequency regulation communication service into an
SFC.

requirements are independent of each other since each only
influences time delay of its own communication network part,
for example, gateway nodes resources only affect data packet’s
processing delay of gateway, and backhaul links resources
only affect data packet’s transmission delay. So, there is no
relationship between node and link resources requirements.
In the following section, we study the relationship between
communication resources and time delay of its own commu-
nication network part. After doing this, we can allocate wire-
less spectrum resources and communication device resources
to the above four communication resources requirements to
change end-to-end time delay of frequency regulation service.
Specifically, c1(nSb ) and c1(nSg ) determine spatial density of
base stations and gateways, which are db1 and dg1 in our study
as follows:

db1 =
c1(nSb )

c0(nSb )
db0 dg1 =

c1(nSg )

c0(nSg )
dg0 (13)

where c0(nSb ) and c0(nSg ) are base values of nodes’ base
stations and gateways resources requirements, db0 and dg0 are
base values of base stations’ and gateways’ density.
c1(eSr,b) determines radio access spectrum resources, which

are linear to the number of radio access channels M1 in our
study as follows:

M1 =
c1(eSr,b)

c0(eSr,b)
M0 (14)

where c0(eSr,b) is base value of radio access spectrum re-
sources’ requirement, and M0 is base value of number of radio
access channels.
c1(eSb,g) determines wireless backhaul link spectrum re-

sources, which is equal to bandwidth of wireless backhaul
links W in the Shannon–Hartley theorem:

C = W log2 (1 + θ) (15)

According to (15), when channel transmission rate C is
fixed, bandwidth of wireless backhaul links W affects thresh-
old of received signal-to-interference θ. According to (7) and
(8), the threshold of received signal-to-interference θ affects
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single successful transmission probability in the wireless back-
haul link, which determines backhaul links time delay. In our
study, wireless backhaul link spectrum resources c1(eSb,g) is
equal to the bandwidth of wireless backhaul links W , which
is W = c1(eSb,g). When we need a fixed channel transmission
rate C, we have the following equations for different wireless
backhaul link spectrum resources:

C = c0(eSb,g) log2(1 + θ0)

C = c1(eSb,g) log2(1 + θ1) (16)

According to (16), the relationship between c1(eSb,g) and θ1
is as follows:

θ1 = (1 + θ0)

c0(eSb,g)

c1(eS
b,g

) − 1 (17)

where c0(eSb,g) is the base value of backhaul link spectrum
resources’ requirement, and θ0 is the base value of received
signal-to-interference.

From (13) to (17), we can get relationships between commu-
nication resources requirements and communication parame-
ters, which are spatial density of base stations db1 and gateways
dg1, number of radio access channels M1, and received signal-
to-interference θ1. So, communication resources requirements
determine communication system parameters and thus affect
communication time delay. Communication time delay can be
calculated by the proposed model in Section II.

IV. COMMUNICATION RESOURCES ALLOCATION MODEL

Communication resources allocation problem is an NP-hard
problem, which has two aspects, service node’s allocation
problem and service link’s allocation problem [26]. Many
researchers solve these two problems separately to reduce
computation complexity. Their proposed models focus primar-
ily on service link’s allocation problem after employing greedy
methods to solve service node’s allocation problem [27]–
[29]. Unlike the above models, our proposed communica-
tion resources allocation model coordinately considers service
node’s allocation and service link’s allocation by introducing
binary variables and binary constraints. Specifically, our model
optimizes the SFCs’ deployment and allocating cost by con-
sidering allocating constraints and SFCs’ constraints.

A. Objective Function

The objective function is to minimize allocating cost CAL
sys ,

including node resources use cost and link resources use
cost in allocating infrastructure network’s communication re-
sources. Node resources use cost is product of communi-
cation resources requirements of all service nodes

∑NS

nS=1

X(nS , nI)c(nS) and corresponding node resources’ capacity
price p(nI). The value of X(nS , nI) being 1 indicates in-
frastructure node nI is allocated to service node nS . Link
resources use cost is product of communication resources
requirements of service links

∑ES

eS=1X(eS , eI)c(eS) and cor-
responding link resources’ capacity price p(eI). The value of
X(eS , eI) being 1 indicates infrastructure link eI is allocated
to service link eS .

min CAL
sys =

NI∑
nI=1

p(nI)

NS∑
nS=1

X(nS , nI)c(nS)

+

EI∑
eI=1

p(eI)

ES∑
eS=1

X(eS , eI)c(eS) (18)

B. Resources Allocation Constraints

1) Capacity Limit Constraints
Equation (19) is infrastructure network resources capacity

constraint. Equation (19) ensures any allocated infrastructure
node and link must meet its communication resources capacity
limit.

ES∑
eS=1

X(eS , eI)c(eS) ≤ c(eI), ∀eI ∈ EI

NS∑
nS=1

X(nS , nI)c(nS) ≤ c(nI), ∀nI ∈ N I (19)

2) Allocated Node’s Distance Constraints
Equation (20) models allocated node’s distance constraint.

Distance[i, j] denotes the distance between node i and node
j. M is the big M value. When infrastructure node nI is
allocated to service node nS , (20) ensures allocated location
loc(nI) is not more than D(nS) away from specific allocated
location loc(nS). This constraint helps to allocate nearby
communication resources to the service to avoid unacceptably
large communication time delays caused by long-distance
access [29], [30].

Distance[loc(nI), loc(nS)]−D(nS)

≤ (1−X(nS , nI))M, ∀nS ∈ NS ,∀nI ∈ N I (20)

3) SFC’s Flow Constraints
Equation (21) models communication traffic flow balance in

infrastructure network, which keeps the flow entering the node
equal to the flow leaving the node. eIs,t denotes infrastructure
link from source node s to end node t.

X(eS , eIs,t)c(e
S) = X(eS , eIt,s)c(e

S), ∀eS ∈ ES (21)

4) Allocation Exclusive Constraints
Equation (22) ensures that only one infrastructure link and

one infrastructure node will be allocated to a specific service
link and a service node.

EI∑
eI=1

X(eS , eI) = 1, ∀eS ∈ ES

NI∑
nI=1

X(nS , nI) = 1, ∀nS ∈ NS (22)

In summary, (18) to (22) compose the communication
resources allocation model, which is an integer linear problem
(ILP) and can be efficiently solved by off-the-shelf solvers.
Communication network’s topology, resources parameters of
communication network’s nodes and links, and SFCs’ com-
munication resources requirement are all parameters of our
model. Real-time condition in communication network leads
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to above parameters being time-varying. Communication net-
work’s parameters can be measured by measuring equipment
in the network. The SFCs’ resources requirement parameters
are offered by distributed resources. So these parameters can
be obtained and used as input parameters for our model.

V. POWER SYSTEM FREQUENCY REGULATION SYSTEM

Power system’s frequency regulation system is shown in
Fig. 4. By evaluating frequency regulation performance in
this frequency regulation system, we study effectiveness of
communication resources allocation on delay reduction of
frequency regulation service. Frequency dynamics can be
formulated by first-order swing equation as follows:

2H
d∆f(t)

dt
= ∆Ps(t)−∆Paf(t)−D∆f(t) (23)

where H and D are power system’s inertia constant and load-
damping constant, ∆f(t), ∆Ps(t), and ∆Paf(t) are frequency
deviation, power system supply deviation, and power system
active power fluctuation, respectively.

We assume thermal generator, gas turbine, and hydro gener-
ators conduct primary frequency response when active power
imbalance accrues. We also assume all six kinds of generators
can participate in secondary frequency response. AGC signals
are transmitted from AGC dispatch center to resources through
communication network, and there is a communication time
delay TAGC in AGC signals’ transmission.

VI. CASE STUDY

A. Test System Description

In this section, we use the HRP-38 system to show impact
of communication resources allocation on end-to-end commu-
nication time delay and frequency regulation performance. The
HRP-38 system is based on a real power grid in China, whose
VRE energy penetration is about 30%. Frequency regulation
service in our manuscript is offered by both centralized
resources and distributed resources. We assume thermal gen-
erators, gas turbines, hydro generators, wind turbines, and PV
can provide 4%, 4%, 8%, 1%, and 1% of the installed capacity
for AGC. Parameters settings are shown in Table II [31].
Since wind power and solar power are currently mainstream
renewable energy generation methods, we choose these two
types of generators to participate in AGC frequency regulation.
We use parameters in reference [32] to set up generators’
frequency response characteristics. Power system’s net load
fluctuation due to load and VRE generation fluctuation is
shown in Fig. 5.

We use parameters in references [21] for the communication
system in our study, which is shown in Table III in the
Appendix. Node resources’ capacity price and link resources’
capacity price are all set uniformly distributed to study impact
of the infrastructure network on the SFC deployment [29],
[33]. The specific price value is offered by the infrastructure
resources provider. In our study, we set all prices uniformly
distributed between 15 and 25, which can change according
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Fig. 4. Frequency regulation system of the power system considering communication time delay.



HE et al.: COMMUNICATION RESOURCES ALLOCATION FOR TIME DELAY REDUCTION OF FREQUENCY REGULATION SERVICE IN HIGH RENEWABLE PENETRATED POWER SYSTEM 475

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Time (s)

−4

−3

−2

−1

0

1

2

3

4

N
et

 L
o
ad

 F
lu

ct
u
at

io
n
 P

o
w

er
 (

M
W

)
×104

Fig. 5. Power system’s net load fluctuation.

TABLE II
PARAMETER SETTINGS OF MAIN POWER SOURCES AND THEIR

PARTICIPATING PROPORTION TO AGC IN HRP-38 SYSTEM

Generator Type Installed Capacity Proportion to AGC
Thermal Generator 215.6 GW 4%
Gas Turbine 46 GW 4%
Hydro Generator 67 GW 8%
Wind Turbine 110.4 GW 1%
PV 183.9 GW 1%
Peak Load 281.1 GW –

TABLE III
COMMUNICATION SYSTEM PARAMETER SETTINGS

Parameter Value Parameter Value
α 3.5 β1 1
β2 10 µ 0.01 µs/bit
σ 5 θ0 [0.1, 50]
lmm
bh 125 µs ls6bh 500 µs
lra 143 µs πtx 30 dBm
db0 5 × 10−4/m2 dg0 1 × 10−5/m2

N0 −174 dBm/Hz lmm 100 m
a 2 µs b 50 bit
M0 8 nsu 70
Bmm

bh 200 MHz npu 6
c0(eSr,b) 8 c0(nS

b ) 100
c0(eSb,g) 100 c0(nS

g ) 10
p(eIr,b) [15, 25] p(nI

b) [15, 25]
p(eIb,g) [15, 25] p(nI

g) [15, 25]

to actual situation. We assume distributed ES, wind turbine,
and PV connect to BSs through the radio access network,
which uses optical fiber, Sub-6 GHz, and millimeter wave
technologies in backhaul network. Fig. 6 shows infrastructure
network topology of the communication system.

We implement the communication resources allocation
model in MATLAB R2019b and solve it by CPLEX. The
model includes 11023 constraints and 3874 variables, of
which 2595 variables are continuous and 1279 variables are
binary. We simulate power system frequency regulation by
using MATLAB R2019b and SIMULINK V10.0. Besides,
we evaluate frequency performance by control performance
standard 1 (CPS-1), balancing authority ACE limit (BAAL),
and root mean square error (RMSE) indexes.

B. Results Analysis

1) Impact of Time Delay on AGC
This subsection compares frequency performances in three

cases: no DVRE participating in AGC, 1.0% DVRE partic-
ipating in AGC considering end-to-end time delay TAGC,

and 1.0% DVRE participating in AGC without considering
end-to-end time delay TAGC. 1.0% DVRE means DVRE’s
installed capacity is 1% of the peak load of the HRP-38
system. Based on communication time delay model and base
communication resources case c0, we can calculate end-to-
end time delay TAGC when DVRE participates in AGC, as
shown in Table IV. We can see from Table IV communication
time delays in distributed wind turbine and PV are around
1 second. We find using cognitive radio technology in radio
access network results in about 471 ms time delay while
wired technology has a relatively low time delay. Besides, we
find Sub-6 GHz and millimeter wave technologies will have
different communication delays though they are all wireless
technologies. According to Table IV, wind turbines using Sub-
6 GHz technology will have a 417 ms backhaul time delay,
and PV using millimeter wave technology will have an 815 ms
backhaul time delay. However, ES generator using optical fiber
technology will have a 19 ms backhaul time delay. From Ta-
ble IV, we can see various communication technologies have
different communication time delays, and applying different
communication technologies will have different impacts on
frequency regulation services.

We set time delay in frequency regulation model according
to Table IV and perform power system frequency simulation.
Frequency regulation performance indexes are shown in Ta-
ble V. We can see from Table V when there is 1.0% DVRE
participating in AGC, the CPS-1 will increase from 89.8%

Fig. 6. Infrastructure network topology of the communication system.

TABLE IV
COMMUNICATION TIME DELAY OF DIFFERENT GENERATORS

Delay Type (ms) TTh
AGC TG

AGC TH
AGC TES

AGC TW
AGC TPV

AGC

Control Plane Tcon – – – – 471 471
User Plane Tuser – – – 1 1 1
Backhaul Tbh – – – 19 417 815
Transmission &
Core Network Ttc

30 30 30 30 30 30

Total TAGC 30 30 30 50 919 1317

TABLE V
FREQUENCY REGULATION PERFORMANCE IN THREE CASES

Case CPS-1 BAAL RMSE
No DVRE in AGC 89.8% 99.4% 0.0649
1.0% DVRE in AGC with Delay 91.2% 99.4% 0.0632
Performance Improvement 1.44% 0% 2.62%
1.0% DVRE in AGC without Delay 100.4% 99.4% 0.0561
Performance Improvement 11.80% 0% 13.56%



476 CSEE JOURNAL OF POWER AND ENERGY SYSTEMS, VOL. 10, NO. 2, MARCH 2024

to 100.4%, and RMSE will decrease from 0.0649 to 0.0561.
But when considering communication delay, frequency regu-
lation performance of DVRE will shrink. CPS-1 will decrease
from 100.4% to 91.2%, and the RMSE will increase from
0.0561 to 0.0632. Besides, the CPS-1 and RMSE of 1.0%
DVRE participating in AGC considering time delay is near
to those indexes without DVRE participating in AGC. Sim-
ulation results show DVRE can provide frequency regulation
support for power system, improving power system frequency
performance. However, communication time delay prevents
the DVRE from achieving its 100% ability. When time delay
is around 1 second, DVRE can barely provide frequency
regulation service. Therefore, allocating more communication
resources to reduce time delay helps DVRE participate in
AGC.

2) Impact of Communication Resources on Time Delay
In this subsection, we study the impact of four commu-

nication resources, which are c1(eSr,b), c1(nSb ), c1(eSb,g), and
c1(nSg ), on end-to-end communication time delay, respectively.
Millimeter wave and Sub-6 GHz technology are two wireless
backhaul technologies used in our proposed communication
system. So, we carry out our case study by considering these
two wireless backhaul technologies separately to calculate
end-to-end communication time delay. So, we study impact
of communication resources on end-to-end delay when sys-
tem applies different backhaul technologies. The relationship
between communication resources and communication time
delay is shown in Fig. 7. As shown in Fig. 7(a), end-to-
end time delay experiences a fast decrease first and increases
with increase of base station resources. Therefore, allocating
more base station resources to frequency regulation’s SFC will
increase time delay instead of decreasing it. This is because
probability gateway serves each base station decreases when

there are more base station device resources. End-to-end time
delay decreases with increase of gateway device resources,
backhaul link spectrum resources, and the number of access
channels as shown in Fig. 7(b)–(d). We choose communication
resources near extreme points as the SFC’s extra allocated
communication resources c1. Chosen resources for ES, wind
turbine, and PV’s SFCs are shown in Table VI.

TABLE VI
COMMUNICATION RESOURCES ALLOCATED TO THREE DISTRIBUTED

FREQUENCY REGULATION RESOURCES’ SFCS

Communication Resources ES’s SFC Wind’s SFC PV’s SFC
Access Channel c1(eSr,b) – 9 9
Base Station c1(nS

b ) 120 120 120
Backhaul Link c1(eSb,g) – 140 140
Gateway c1(nS

g ) 10.5 10.5 10.5

3) Impact of Communication Resources Allocation
In this section, we study impact of communication resources

allocation on allocating cost, communication time delay, and
SFC’s deployment.

3-1) Impact of Communication Resources Allocation on al-
locating cost: To show effectiveness of our model, we compare
it with two other communication resource allocation models.
One is greedy node deployment and shortest path deployment
(GNSP). The other is greedy node deployment and optimized
path deployment (GNOP). The GNSP model first solves the
service node’s allocation problem by greedily choosing the
lowest-cost infrastructure node without considering the cost
of the infrastructure link. After selecting infrastructure nodes,
the GNSP model then chooses the shortest path between
infrastructure nodes as the chosen infrastructure links [28]. The
GNOP model is a variant of the GNSP model. Similar to the
GNSP model, the GNOP model first chooses the lowest-cost
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Fig. 7. Impact of four communication resources on end-to-end communication time delay. (a) Base station device resources. (b) Gateway device resources.
(c) Backhaul link spectrum resources. (d) The number of access channels.
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infrastructure node. After choosing infrastructure nodes, the
GNOP model then optimizes infrastructure links’ allocating
results considering resource allocation constraints, SFC’s flow
constraints, allocation exclusive constraints, and minimizing
allocating cost.

We solve the communication resource allocation problem
by solving our proposed model, GNSP model, and GNOP
model. We get three different allocating costs and SFCs’
deployments, as shown in Table VII and Fig. 8. We can
see from Table VII solving our proposed model has lowest
allocating cost compared with the GNOP model and GNSP
model, which is 1670 p.u. This is because our proposed model
coordinately considers node allocation and link allocation
problems, which optimizes the SFCs’ deployment globally.
However, our proposed model has longest computation time,
which is 0.58 seconds. Although the GNOP model optimizes
service link’s allocation problem, its way of solving service
node’s allocation is heuristic. So, allocating cost of the GNOP
model increases by 9.3% compared with our model. Methods
of solving service nodes’ and service link allocation problems
are both heuristic in the GNSP model. So, allocating cost of
GNOP model increases by 14.3% compared with our model
while the GNOP model has a 0.08 seconds computation
time. Computation time of our proposed allocation problem
is about 0.58 seconds, which is smaller than time interval of
AGC signals’ production. We can apply our proposed model
to solve the communication resource allocation problem in
practice. Besides, as long as the SFCs’ resource requirements
or communication network’s parameters change, problem can
be solved again.

TABLE VII
ALLOCATING COST OF THREE MODELS

Model Allocating Cost Cost Increase Computation Time
Our Model 1670 p.u. – 0.58 s
GNOP 1825 p.u. 9.3% 0.20 s
GNSP 1909 p.u. 14.3% 0.08 s

Figure 8 shows the SFCs’ allocating results in three models.
We can see ES’s SFC and directly connected generators’ SFC
have the same allocating results in the three models. Allocating
results of PV’s SFC are the same in the GNSP model and
GNOP model, but different in our proposed model. This is
because the node resource’ capacity price of infrastructure
node 12 is cheaper than infrastructure node 11. So, greedy
node deployment method will choose infrastructure node 12
instead of infrastructure node 11. Allocating results of wind’s
SFC are different in the GNSP model, GNOP model, and
our proposed model. The chosen infrastructure nodes of the
GNSP model and GNOP model are different from those of
our proposed model. Besides, chosen infrastructure links of
the GNSP model and the GNOP model are different. This is
because the GNSP model chooses the shortest infrastructure
links while the GNOP model chooses infrastructure links with
the lowest cost. Our proposed model shows effectiveness in
minimizing allocating cost and deploying frequency regulation
resources’ SFCs.

3-2) Impact of Communication Resources Allocation on the
communication time delay: We calculate communication time
delay in extra allocated communication resources case c1 and
compare it with time delay in the base communication resource
case c0 in Table VIII. We can see from Table VIII communi-
cation time delay decreases significantly when communication
resources increase from base case c0 to extra allocated case c1.
Time delay of wind turbine TW

AGC decreases from 919 ms to

TABLE VIII
TIME DELAY OF THREE DISTRIBUTED REGULATION RESOURCES IN BASE

AND EXTRA ALLOCATED COMMUNICATION RESOURCES

Delay Type (ms) TES
AGC TW

AGC TPV
AGC

c1 c0 c1 c0 c1 c0
Control Plane Tcon – – 86 471 86 471
User Plane Tuser 1 1 1 1 1 1
Backhaul Tbh 16 19 317 417 77 815
Transmission Network Ttc 30 30 30 30 30 30
Total TAGC 47 50 434 919 194 1317
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Fig. 8. Four frequency regulation resources’ SFCs allocating results in three models. (a) Our proposed model. (b) GNSP model. (c) GNOP model.
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434 ms, and time delay of PV TPV
AGC decreases from 1317 ms

to 194 ms. We perform power system’s frequency regulation
simulation to show effectiveness of communication resource
allocation, and frequency performance indexes are shown in
Table IX. Results show CPS-1 increases from 91.2% to 99.6%
and the RMSE decreases from 0.0632 to 0.0576 with extra
communication resources allocated for AGC’s SFC, which are
very close to frequency performance of DVRE participating in
AGC without delay. Close performance indexes indicate extra
communication resources allocated for AGC can help achieve
the DVRE’s frequency regulation ability.

TABLE IX
FREQUENCY REGULATION PERFORMANCE IN THREE CASES

Case CPS-1 BAAL RMSE
1.0% DVRE in AGC with Delay 91.2% 99.4% 0.0632
Extra Communication Resources for AGC 99.6% 99.4% 0.0576
1.0% DVRE in AGC without Delay 100.4% 99.4% 0.0561

3-3) Impact of Communication Resources Allocation on the
SFC’s deployment: AGC’s SFC changes when extra communi-
cation resources are allocated. Specifically, nodes’ and links’
resource capacity requirements increase which may change
the SFCs’ deployment. We solve communication resource
allocation problem in base communication resources case c0
and extra allocated communication resource case c1, respec-
tively. We get two different SFCs’ deployments, as shown in
Fig. 9. Deployment results of ES’s SFC and other directly
connected generators’ SFC are the same since their allocated
communication resources in case c0 and case c1 are almost
the same. However, deployment results of wind’s SFC and
PV’s SFC change because of increase in the SFC’s resource
requirements. From Fig. 9, we can see infrastructure network
chooses different BS nodes, gateway nodes, and backhaul links
for wind and PV. The infrastructure network will choose to al-
locate nodes and links with a higher capacity limit in Fig. 9(b)
rather than cheaper nodes and links in Fig. 9(a) to PV’s and

Wind’s SFCs. Allocating cost in Fig. 9(a) is 1620 p.u. while
cost in Fig. 9(b) is 2736 p.u. Different allocating results show
importance of planning the communication network, which
provides a reference for communication network resources
allocation.
4) Communication Resources for High VRE Penetrated Power
System

Frequency performance drops severely when the VRE pen-
etration is high. In high renewable penetrated power system,
communication resources allocation method still works. In
this section, we study required time delay and communication
resources for DVRE participating in AGC to keep frequency
performance at normal level for power systems with different
VRE penetration. Normal level is CPS-1 should be larger than
100%, and the BAAL should be larger than 99% according to
the North American Electric Reliability (NERC). Results are
shown in Table X.

TABLE X
REQUIRED TIME DELAY AND COMMUNICATION RESOURCES CAPACITY

UNDER DIFFERENT VRE PENETRATIONS

VRE
Penetration

Required
Delay (ms)

Access
Channel

Base
Station

Backhaul
Link Gateway

30% 1135 8 100 100 9.5
35% 926 8 107 100 10.7
40% 678 8 110 102 11
45% 442 8 116 104 11.6
50% 285 9 130 108 13
55% 196 14 170 120 17
60% 131 18 210 150 21
65% 95 25 250 185 25
70% 40 34 550 480 35
75% 35 50 600 550 60
80% 35 50 600 550 60
85% 35 50 600 550 60

We can see from Table X required time delay decreases from
1135 ms to 35 ms when the VRE penetration is from 30% to
85%. Required time delay is 35 ms in power system with VRE
penetration above 70%. Power system with VRE penetration
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Infrastructure Node
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Infrastructure Link
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Fig. 9. Four frequency regulation resources’ SFCs allocating results in two communication resources cases. (a) Base communication resources case. (b) Extra
allocated communication resources case.
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above 70% requires about five times as many communications
resources as 30% VRE penetrated power system. Therefore,
allocating more communication resources and offering a low-
latency communication environment to DVRE can support
DVRE’s participation in AGC in high VRE penetrated power
system.

VII. CONCLUSION

In this study, we have proposed a communication resources
allocation model to reduce time delay in the DVRE’s fre-
quency regulation service. We allocate communication devices
and wireless spectrum resources to the DVRE’s frequency
regulation service. Besides, we have analyzed impact of com-
munication resources allocation on the DVRE’s frequency
regulation in different VRE penetrated HRP-38 systems.

Simulation results allow drawing three conclusions:
1) The communication time delay of DVRE participating

in AGC will prevent the DVRE from achieving its ability to
provide frequency regulation service. Specifically, when time
delay is around 1 second and the VRE penetration is about
30%, DVRE can barely provide frequency regulation service
in the HRP-38 system.

2) Allocating more communication resources to DVRE’s
communication service can decrease communication time de-
lay, which makes DVRE a promising frequency regulation
resource.

3) High VRE penetrated power systems require more com-
munication resources than power systems with low VRE
penetration. In the HRP-38 system with VRE penetration
above 70%, required communication resources are about five
times as many as 30% VRE penetrated HRP-38 system to keep
frequency performance at the same level.

We will explore impact of other renewable generation on
frequency regulation in our future work, such as geothermal
power plants and tidal turbines. Besides, we will study per-
formance of DVRE participating in AGC and communication
resource allocation in other practical power systems.
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